Rate-dependent propagation of cardiac action potentials in a one-dimensional fiber
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Action potential duration (APD) restitution, which relates APD to the preceding diastolic interval (DI), is a useful tool for predicting the onset of abnormal cardiac rhythms. However, it is known that different pacing protocols lead to different APD restitution curves (RCs). This phenomenon, known as APD rate dependence, is a consequence of memory in the tissue. In addition to APD restitution, conduction velocity restitution also plays an important role in the spatiotemporal dynamics of cardiac tissue. We present results concerning rate-dependent restitution in the velocity of propagating action potentials in a one-dimensional fiber. Our numerical simulations show that, independent of the amount of memory in the tissue, the wave-back velocity exhibits pronounced rate dependence and the wave-front velocity does not. Moreover, the discrepancy between wave-back velocity RCs is most significant for a small DI. We provide an analytical explanation of these results, using a system of coupled maps to relate the wave-front and wave-back velocities. Our calculations show that rate-dependent wave-back velocity can be present even if neither APD nor wave-front velocity exhibits rate dependence.
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I. INTRODUCTION

When a cardiac cell is depolarized by an electrical stimulus, it exhibits a prolonged elevation of transmembrane potential known as an action potential. We define the action potential duration (APD) as the time required for the cell to achieve 80% repolarization following a depolarizing stimulus. The refractory period between the end of an action potential and the application of a subsequent stimulus is called the diastolic interval (DI). It is known that APD restitution (the dependence of the APD on preceding DI) is of fundamental importance in paced cardiac dynamics. In particular, studies [1,2] show that the slope of the APD restitution curve (RC) is linked to the onset of alternans, an abnormal cardiac rhythm characterized by long-short variation of APD, which may lead to ventricular fibrillation and sudden cardiac death [3–5].

Experimental [6–8] and analytical [9] investigations have shown that different pacing protocols lead to different APD RCs, a phenomenon sometimes known as APD rate dependence. Several studies [10–12] indicate that the origin of APD rate dependence is the presence of memory in cardiac tissue. That is, the APD depends not only upon the preceding DI but also on the previous history of paced cardiac tissue. Memory appears to be a generic feature of cardiac muscle since it has been reported in humans [8] and various animals [7,13–15].

Testing for rate dependence involves the use of multiple pacing protocols and comparison of the resulting RCs. Two of the most commonly used pacing schemes are the dynamic and S1-S2 pacing protocols. Under the dynamic (steady-state) protocol, pacing is performed at a constant basic cycle length B until steady state is reached (no beat-to-beat variation in APD or DI). After recording the steady-state DI-APD pair, B is changed by an amount Δ and the process is repeated. The dynamic RC is constructed by plotting all steady-state DI-APD pairs obtained from the dynamic pacing protocol over a range of B values. The S1-S2 (standard) protocol also begins with pacing at a fixed basic cycle length B (S1 interval) until steady state is reached. Then, an S2 stimulus is applied at an interval B1 after the final S1 stimulus. Setting δ=B1−B, the S1-S2 RC is obtained by plotting the APD following the S2 stimulus versus the preceding DI for different values of δ. Note that there is only one dynamic RC, whereas each different S1 pacing interval can yield a distinct S1-S2 RC. For the purposes of this paper, we obtain only local S1-S2 RCs (|δ| small relative to S1) for different values of the S1 interval. In particular, following [16] we apply one short (B1=B−δ) and one long (B1=B+δ) perturbation at each different value of B.

The connection between rate-dependent APD restitution and memory is illustrated in Fig. 1, which shows APD RCs obtained from numerical simulations using two different ionic models (see Sec. II) of the cell membrane. Figure 1(a) is generated using a two-current model [17,18] with no memory: the dynamic and S1-S2 RCs are indistinguishable. Figure 1(b) is generated using a three-current ionic model [19,20] with some memory. One can see from Fig. 1(b) that segments of S1-S2 RCs (dashed curves) do not coincide with the dynamic RC (solid curve) for small DI values. The splitting between the dynamic and S1-S2 RCs is the manifestation of APD rate dependence.

Pacing the proximal end of a one-dimensional fiber of tissue results in a train of propagating action potentials. In
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1As in [9,16], our use of the phrase APD rate dependence always refers to the dependence of the APD RC upon the pacing protocol, not the dependence of the APD upon the pacing rate.
SI-S2 protocols at one end of a cable, and measure the wave-front and wave-back velocities of each propagating pulse. By analogy with APD rate dependence, velocity rate dependence means that different pacing protocols lead to different velocity RCs.

Since memory is responsible for APD rate dependence, it is natural to hypothesize that memory also leads to wave-front and wave-back velocity rate dependence. Consequently, we use two different ionic models in our numerical simulations: a two-current ionic model [18] with no memory and a three-current ionic model [20] with some memory.

The details of the numerical experiments are as follows. Using a cable of length $L=10$ cm, we solve Eq. (1) numerically with an operator-splitting method ($\Delta x=0.01$ cm, $\Delta t=0.01$ ms). Stimuli are applied over a 1 mm region at the proximal (x=0) end of the fiber using both the dynamic and S1-S2 protocols described in the Introduction. In all simulations, we use $\Delta=40$ ms and $\delta=\pm 20$ ms. Pacing results in a train of pulses that propagate left to right in the fiber. Measurements of DI, APD, wave-front speed, and wave-back speed are taken at $x=2.5$ cm. The position of a pulse wave front is defined as the x value for which the transmembrane voltage is $-60$ mV and $dv/dx<0$. Likewise, the wave-back position is defined as the x value at which $v=-60$ mV and $dv/dx>0$. Linear interpolation is used to improve tracking of wave-front and wave-back positions. Speeds are then computed by recording the time required for wave fronts and wave backs to traverse a 1-mm-wide interval centered at $x=2.5$ cm. For illustration purposes, Fig. 2 shows a projection of a solution of Eq. (1) (with two-current ionic model) onto the xt plane. The second and third action potentials obtained by pacing an initially quiescent fiber are shown. Different

II. RATE-DEPENDENT VELOCITY: NUMERICAL RESULTS

Typically, the cardiac action potential is modeled by considering ionic currents that flow across the cell membrane via ion channels. The rate of change of the transmembrane voltage is obtained by summing all ionic currents and dividing by the membrane capacitance. The ion channels act as gates that regulate the permeabilities of ions, most notably sodium, potassium, and calcium. Hence, ionic models are presented as systems of ordinary differential equations that govern transmembrane voltage and gate variables.

In the case of a one-dimensional fiber, electrical coupling can be modeled by the inclusion of a diffusion term. The result is a reaction-diffusion partial differential equation known as the cable equation:

$$\frac{\partial v}{\partial t} = \kappa \frac{\partial^2 v}{\partial x^2} - I_{\text{total}}, \quad 0 \leq x \leq L,$$

where $v$ denotes transmembrane voltage, $x$ measures distance from the stimulus site, $C_m$ is membrane capacitance, $\kappa$ is a diffusion coefficient, and $I_{\text{total}}$ is the sum of all ionic currents. The number of currents varies depending upon the complexity of the ionic model. The diffusion coefficient incorporates membrane capacitance, cell surface-to-volume ratio, and longitudinal resistivity of cardiac muscle tissue. In all of our numerical simulations $C_m=1 \mu F \cdot cm^{-2}$ and $\kappa=0.001 \ cm^2 \ ms^{-1}$. Neumann boundary conditions $v_x(0,t)=v_x(L,t)=0$ are imposed at both ends of the cable.

To investigate rate-dependent propagation, we perform numerical simulations of Eq. (1). We apply both dynamic and S1-S2 pacing protocols at one end of a cable, and measure the wave-front and wave-back velocities of each propagating pulse. By analogy with APD rate dependence, velocity rate dependence means that different pacing protocols lead to different velocity RCs.
shades of gray correspond to different transmembrane voltages, with black corresponding to the rest potential. Note that projecting the wave fronts and wave backs onto the \( xt \) plane forms a sequence of curves.

Results of numerical simulations of Eq. (1) with the two-current ionic model (no memory) are presented in Fig. 3, which shows wave front [Fig. 3(a)] and wave back [Fig. 3(b)] velocity RCs. One can see from Fig. 3(a) that the wave-front velocity RCs resulting from different pacing protocols are indistinguishable. Thus, there is no significant rate dependence if velocities are measured at the wave front. However, one can see from Fig. 3(b) that segments of S1-S2 wave-back velocity RCs (dashed curves) do not coincide with the dynamic wave-back velocity RC (solid curve). As in the case of APD rate dependence (see Fig. 1), the splitting between wave-back velocity RCs is more pronounced for small values of DI.

Wave-front and wave-back velocity RCs obtained from numerical simulations of a cable with the three-current ionic model (that has some memory) are presented in Fig. 4. The results are qualitatively similar to the two-current model results shown in Fig. 3.

There are two important points that we wish to emphasize. First, rate-dependent wave-back velocity restitution does not depend upon the presence of memory in the tissue, as evidenced by our two-current model simulations. Second, rate-dependent wave-back velocity is more pronounced for small values of DI. In what follows, we provide an analytical explanation of these findings.

III. RATE-DEPENDENT VELOCITY: ANALYTICAL RESULTS

In this section, we derive a relationship between wave-front and wave-back velocities. We approximate the dynamics of Eq. (1) using mappings instead of ionic models, an approach similar to [21,24–26]. Our analysis shows that wave-back velocity differs from wave-front velocity as a result of spatial variation in APD [see Eq. (8) below]. Hence, apart from the trivial case in which the APD RCs are constant, a rate-dependent wave-back velocity can exist even if the tissue lacks both memory and rate-dependent wave-front velocity.

Mapping models that express the APD in terms of preceding DI and APD values have been employed by many authors [1,11,12,20,27] to describe local tissue dynamics. For example, based on experiments with frog tissue, Nolasco and Dahlen [1] proposed a simple mapping model of the form

\[
A_{n+1} = F(D_n),
\]

where \( A_n \) and \( D_n \) denote the \( n \)th APD and DI values, respectively. Using asymptotics, Mitchell and Schaeffer [18] derive
Let us also assume that the velocity of the \((n+1)\)st wave front, \(c_{\text{front}}(A_n(x), D_n(x))\), depends upon preceding (local) APD and DI values. This velocity is computed by inverting the slope of \(\phi_{n+1}(x)\):

\[
\frac{d\phi_{n+1}(x)}{dx} = \frac{1}{c_{\text{front}}(A_n(x), D_n(x))} = G(A_n(x), D_n(x)).
\]  

Using the above framework, the wave-back velocity \(c_{\text{back}}\) is completely determined by the wave-front velocity. Referring to Fig. 5, note that

\[
\beta_{n+1}(x) = \phi_{n+1}(x) + A_{n+1}(x).
\]  

Differentiating Eq. (7) with respect to \(x\) yields a relationship between wave-front and wave-back velocities. Simply stated,

\[
\frac{1}{c_{\text{back}}} = \frac{1}{c_{\text{front}}} + A'_{n+1}(x),
\]

which shows that the wave-back velocity is the same as the wave-front velocity modified by the spatial variation in the APD. Assuming that the APD RCs are nonconstant, it follows that even in the absence of both memory and rate-dependent wave-front velocity, the fiber can still exhibit rate-dependent wave-back velocity. To make Eq. (8) more explicit, we now compare wave-front and wave-back velocities for both the dynamic and S1-S2 protocols.

### A. Dynamic pacing protocol

Under the dynamic pacing protocol, pacing is performed at a constant basic cycle length \(B\) at \(x=0\) until steady state is reached. In what follows, we assume that a 1:1 steady-state response results from dynamic pacing. That is, every stimulus produces an action potential and there is no beat-to-beat variation in the APD or DI. Note that \(\phi_n(x)\) and \(\beta_n(x)\) are parallel lines in the \(xt\) plane if a 1:1 steady state is reached.

When steady state is reached, the vectors \(A_n(x)\) and \(D_n(x)\) are constant:

\[
A_n(x) = A^* = (A^*, A^*, \ldots, A^*),
\]

\[
D_n(x) = D^* = (D^*, D^*, \ldots, D^*),
\]

and \((A^*, D^*)\) is the fixed point of Eq. (4). Plotting \(c_{\text{front}}(A^*, D^*)\) versus \(D^*\), we obtain a point on the dynamic wave-front velocity RC. The curves \(\beta_{n+1}(x)\) and \(\phi_{n+1}(x)\) have the same slope since they are parallel at steady state: \(\beta_{n+1}(x) = \phi_{n+1}(x) + A^*\). Therefore, since there is no spatial variation in the APD, the dynamic wave-back and wave-front velocity RCs are identical. Hence, from now on we refer to the dynamic velocity RC and use the notation \(c_{\text{dyn}} = c_{\text{dyn}}(D^*)\).

Defining the cycle length as

\[\text{cycle length} = \frac{A^*}{c_{\text{dyn}}(D^*)},\]

5In the ordinary differential equations derived in Sec. III, pacing is applied at the \(x=0\) boundary, not over a small interval \([0, \epsilon]\). Therefore, in steady state, the wave fronts and wave backs really are straight lines.
FIG. 6. Deflection of the \((n+1)\)st wave front and wave back due to a premature \((B_1>B)\) S2 stimulus. The shortened diastolic interval at the stimulus site slows the propagation speed. Solid curves represent wave fronts and dashed curves represent wave backs.

\[ C_n(x) = A_n(x) + D_n(x) = \phi_{n+1}(x) - \phi_n(x), \quad (10) \]

it follows from Eq. (6) that

\[ \frac{d}{dx} C_n(x) = G(A_n(x), D_n(x)) - G(A_{n-1}(x), D_{n-1}(x)). \quad (11) \]

According to Eqs. (10) and (4), the cycle length also satisfies the algebraic condition

\[ C_n(x) = F(A_{n-1}(x), D_{n-1}(x)) + D_n(x), \quad (12) \]

and thus Eqs. (11) and (12) imply that

\[ \frac{d}{dx} \left[ F(A_{n-1}(x), D_{n-1}(x)) + D_n(x) \right] = G(A_n(x), D_n(x)) - G(A_{n-1}(x), D_{n-1}(x)). \quad (13) \]

Since \(C_n(0)=B\) for all \(n\) under the dynamic pacing protocol, we obtain the following boundary condition at \(x=0\):

\[ D_n(0) = B - F(A_{n-1}(0), D_{n-1}(0)). \quad (14) \]

The sequence of equations Eq. (13) can be solved iteratively to construct a diagram similar to Fig. 5. If the vectors of functions \(A_n(x)\) and \(D_{n-1}(x)\) are known, we can solve Eq. (13) to determine \(D_n(x)\). Note that \(A_{n+1}(x)\) can then be computed by applying Eq. (4).

**B. S1-S2 pacing protocol**

In the S1-S2 protocol, tissue is paced at a basic cycle length \(B\) until steady state is reached. Then, an S2 stimulus is introduced at an interval \(B_1=B+\delta\) following the last S1 stimulus and the response to the S2 stimulus is measured. In what follows, we assume that the S2 stimulus is applied prematurely \((B_1=B-\delta)\) following a train of \(n\) S1 stimuli. The S2 stimulus causes a deflection in the \((n+1)\)st wave front and wave back as shown in Fig. 6.

These assumptions imply that

\[ A_n(x) = A^*, \quad (15) \]

\[ D_n(x) = (D_n(x), D^*, \ldots, D^*), \]

and yield the boundary condition

\[ D_n(0) = B_1 - A^*. \quad (16) \]

Equation (13) reduces to

\[ \frac{dD_n(x)}{dx} = G(A^*, D_n(x)) - G^*, \quad (17) \]

where \(G^*=G(A^*, D^*)=c_{\text{dyn}}^{-1}\). Linearizing Eq. (17) about the point \((A^*, D^*)\), we have

\[ \frac{dD_n(x)}{dx} = -\lambda[D_n(x) - D^*], \quad (18) \]

where

\[ \lambda = -\frac{\partial G}{\partial D_n}(A^*, D^*). \quad (19) \]

Since \(c_{\text{front}}\) typically depends monotonically on the argument \(D_n\) [see Fig. 3(a)], it is natural to assume that \(\lambda > 0\). The solution of Eq. (18) with the boundary condition (16) is

\[ D_n(x) = D^* - \delta e^{-\lambda x}. \quad (20) \]

Let \(c_{\text{front}}^{S_{12}}\) and \(c_{\text{back}}^{S_{12}}\) denote the wave-front and wave-back velocities of the action potential generated by the S2 stimulus. In order to compute \(c_{\text{front}}^{S_{12}}\), observe that (see Fig. 6)

\[ \phi_{n+1}(x) = \beta_n(x) + D_n(x). \quad (21) \]

We know that \(\phi_n(x)\) and \(\beta_n(x)\) are parallel since they represent the wave front and wave back associated with the final S1 stimulus. Therefore, \(d\beta_n/dx = d\phi_n/dx = G^*\), and differentiating Eq. (21) with respect to \(x\) gives

\[ c_{\text{front}}^{S_{12}} = \frac{1}{G^* + \delta e^{-\lambda x}}. \quad (22) \]

According to Eq. (15), the only nonconstant argument of the function \(F\) is \(D_n(x)\). Therefore, differentiating Eq. (7) with respect to \(x\) gives

\[ \frac{d\beta_n}{dx} = \frac{d\phi_n}{dx} + \frac{\partial F}{\partial D_n} \frac{dD_n}{dx} = G^* + \delta e^{-\lambda x} \left[ 1 + \frac{\partial F}{\partial D_n} \right], \quad (23) \]

which implies that

\[ c_{\text{back}}^{S_{12}} = \frac{1}{G^* + \delta e^{-\lambda x}(1 + \partial F/\partial D_n)}. \quad (24) \]

The partial derivative \(\partial F/\partial D_n\) in Eq. (24) is evaluated at \((A^*, D^* - \delta e^{-\lambda x}, D^*, \ldots, D^*)\). Equations (22) and (24) are analytical expressions for the wave-front and wave-back velocity for the S1-S2 pacing protocol.

Comparing Eqs. (22) and (24) again demonstrates that APD restitution, not memory, is responsible for the rate dependence we study here. Indeed, the only difference between expressions (22) and (24) is the presence of the multiplier \((1 + \partial F/\partial D_n)\) in the formula for the wave-back velocity. The partial derivative \(\partial F/\partial D_n\) in Eq. (24) represents the slope \(S_{12}\) of the S1-S2 APD RC as demonstrated in [9]. As the DI decreases, \(S_{12}\) typically increases, thereby increasing the discrepancy between the wave-front and wave-back velocities.
FIG. 7. Wave-front and wave-back velocity RCs generated using Eqs. (22), (24), (A3), and (A9) \((\Delta=40\,\text{ms}, \delta=\pm20\,\text{ms})\). Velocities were measured at \(x=2.5\,\text{cm}\). (a) Wave-front velocity RCs: the dynamic and S1-S2 curves appear to coincide. (b) Wave-back velocity RCs: the dynamic curve is solid and local S1-S2 curves are dashed.

Finally, regardless of how much memory is included in the mapping model, Eqs. (22) and (24) depend upon \(D_n(x)\) and no other preceding states.

C. An example: Rate-dependent velocity (9) and the two-current model

In this subsection, we explain how to apply Eqs. (22) and (24), using the two-current model as an example. Both Eqs. (22) and (24) require that we know formulas for the dynamic velocity RC (since \(G=e^{-1}\)) and the function \(F\). Leading-order expressions for \(F\) and \(c_{dyn}\) can be derived analytically for the two-current model (see the Appendix).

The dynamic velocity RC is provided by Eq. (A9). Combining Eqs. (22) and (A9), we generate all S1-S2 wave-front velocity RCs. Likewise, combining Eqs. (24), (A3), and (A9) allows us to construct all S1-S2 wave-back velocity RCs.

All of the analytically derived RCs are shown in Fig. 7. Figure 7(a) shows all wave-front velocity RCs. The dynamic and S1-S2 wave-front velocity RCs are indistinguishable. The wave-back velocity RCs are shown in Fig. 7(b). Note the presence of rate dependence, as evidenced by the splitting of the dynamic (solid) and S1-S2 (dashed) RCs. We remark that Fig. 7 shows excellent quantitative agreement with the results of numerical simulations shown in Fig. 3.

IV. CONCLUSIONS

We have demonstrated that a rate-dependent wave-back velocity can exist even in the absence of both memory and rate-dependent wave-front velocity. Our numerical simulations show that both the two- and three-current models exhibit rate-dependent wave-back velocity, whereas neither model exhibits rate-dependent wave-front velocity. The fact that even a memoryless two-current model that lacks rate-dependent wave-front velocity still exhibits rate-dependent wave-back velocity seems surprising at first. To explain this phenomenon analytically, using an approach similar to that of [21, 24–26], we derive a relationship between the wave-front and wave-back speeds. Although the dynamic wave-front and wave-back velocity RCs are identical, the fact that Eqs. (22) and (24) differ shows that S1-S2 velocity RCs need not coincide. Therefore, if the wave-front (wave-back) velocity lacks rate dependence, then the wave-back (wave-front) velocity must exhibit rate dependence. The magnitude of the term \((1+\partial F/\partial D_n)\) in Eq. (24) determines the difference between the S1-S2 wave-front and wave-back velocities. Since the partial derivative \(S_{12}=\partial F/\partial D_n\) represents the slope of an S1-S2 APD RC, the greatest discrepancy between the wave-front and wave-back velocities should occur at small DI (where \(S_{12}\) is greatest). This prediction is consistent with the results of our numerical simulations (Figs. 3 and 4).
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APPENDIX

A detailed analysis of the two-current model equations appears in [18]. With the two-current model, Eq. (1) reads

\[
\frac{\partial v}{\partial t} = \kappa \frac{\partial^2 v}{\partial x^2} + \frac{h}{\tau_{in}} (1 - v) - \frac{v}{\tau_{out}},
\]

\[
\frac{dh}{dt} = \begin{cases} 
\frac{1-h}{\tau_{open}}, & v < v_{crit}, \\
-h, & v > v_{crit},
\end{cases}
\]

where \(v\) is the transmembrane voltage (scaled to range between 0 and 1) and \(h\) is a gate variable. The parameters \(\tau_{in}\), \(\tau_{close}\), \(\tau_{out}\), and \(\tau_{open}\) are time constants associated with different phases of the action potential. The gate opens or closes according to whether \(v\) exceeds the threshold voltage \(v_{crit}\). Typical choices for the time constants and critical voltage are \(\tau_{in}=0.1\,\text{ms}\), \(\tau_{out}=2.4\,\text{ms}\), \(\tau_{open}=130\,\text{ms}\), \(\tau_{close}=150\,\text{ms}\), and \(v_{crit}=0.13\).

A leading-order estimate of the APD RC is derived in [18]. If the time constants satisfy an asymptotic condition \(\tau_{in} \equiv \tau_{out} \ll \tau_{open}, \tau_{close}\), then

\[
A_{n+1} = F(D_n) = \tau_{close} \ln \left( \frac{h(D_n)}{h_{min}} \right)
\]

to leading order, where
\[ h_t(D_s) = 1 - (1 - h_{\text{min}}) e^{-D_s/\tau_{\text{p}}}, \quad (A4) \]

and \( h_{\text{min}} = 4 \tau_{\text{in}}/\tau_{\text{out}} \).

To derive a leading-order estimate of \( c_{\text{dyn}} \), we follow Murray [30]. Assume the fiber is paced at a constant basic cycle length until steady state is reached so that all pulses propagate with speed \( c_{\text{dyn}} = c_{\text{dyn}}(D') \). We seek traveling wave train solutions to Eq. (A1). In the neighborhood of a wave front, introduce the coordinate

\[ \xi = \frac{1}{\tau_{\text{in}}} \left( t + \frac{x}{c_{\text{dyn}}} \right), \quad (A5) \]

where the speed \( c_{\text{dyn}} \) is to be determined. Assume that \( v(x,t) = V(\xi) \) and \( h(x,t) = H(\xi) \). Since \( \tau_{\text{in}} \) is small relative to the time constants in Eq. (A2), we may safely approximate the value of \( h \) by a constant in the narrow wave-front region: \( h = h' = h_t(D') \). Inserting \( v(x,t) = V(\xi) \) into Eq. (A1), we obtain an ordinary differential equation

\[ \frac{\kappa}{c_{\text{dyn}} \tau_{\text{in}}} V'' - V' + h' V(V_+ - V) (V - V_) = 0, \quad (A6) \]

where the primes denote differentiation with respect to \( \xi \) and

\[ V_+ = \frac{1}{2} \left( 1 \pm \sqrt{1 - 4 h_{\text{min}}/h} \right). \quad (A7) \]

We remark that \( V_+ \) is an unstable equilibrium of Eq. (A6) corresponding to the threshold for excitation, and \( V_+ \) is an unstable equilibrium associated with the excited state. We seek solutions to Eq. (A6) such that \( V(\xi) \to 0 \) as \( \xi \to -\infty \) and \( V(\xi) \to V_+ \) as \( \xi \to \infty \). It is possible to find a solution of a simpler differential equation

\[ V' = -aV(V_+ - V) \quad (A8) \]

that also satisfies Eq. (A6) for unique values of the constant \( a \) and the speed \( c_{\text{dyn}} \). Substituting (A8) into Eq. (A6), one finds that

\[ c_{\text{dyn}} = \frac{1}{2} V_+ - V_+ \sqrt{\frac{2 a h'}{\tau_{\text{in}}}}. \quad (A9) \]